### **Recommendation Systems**

**Question 1**: Here is a table of 1-5 star ratings for five movies (M, N, P. Q. R) by three raters (A, B, C).
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Normalize the ratings by subtracting the average for each row and then subtracting the average for each column in the resulting table. Then, identify largest element and entry of (C,P) about the normalized table.

Row A mean = 3

Row B mean = 3

Row C mean = 4

Table after subtracting row mean:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | M | N | P | Q | R |
| A | -2 | -1 | 0 | 1 | 2 |
| B | -1 | 0 | -1 | 2 | 0 |
| C | 1 | 1 | 1 | -1 | -2 |

Column M Mean = -0.67

Column N mean = 0

Column P mean = 0

Column Q mean = 0.67

Column R mean = 0

Table after subtracting column mean:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | M | N | P | Q | R |
| A | -1.33 | -1 | 0 | 0.33 | 2 |
| B | -0.33 | 0 | -1 | 1.33 | 0 |
| C | 1.67 | 1 | 1 | -1.67 | -2 |

The largest value is AR with the value 2

**Question 2**: Below is a table giving the profile of three items.
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The first five attributes are Boolean, and the last is an integer "rating." Assume that the scale factor for the rating is α. Compute, as a function of α, the cosine distances between each pair of profiles. For each of α = 0, 0.5, 1, and 2, determine the cosine of the angle between each pair of vectors.

**At α = 0:**

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **A** | 1 | 0 | 1 | 0 | 1 | 0 |
| **B** | 1 | 1 | 0 | 0 | 1 | 0 |
| **C** | 0 | 1 | 0 | 1 | 0 | 0 |

Cos (A, B) = = 0.67

Cos (A, C) = = 0

Cos (B, C) = = 0.408

**At α = 0.5:**

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **A** | 1 | 0 | 1 | 0 | 1 | 1 |
| **B** | 1 | 1 | 0 | 0 | 1 | 3 |
| **C** | 0 | 1 | 0 | 1 | 0 | 1 |

Cos (A, B) = = 0.7217

Cos (A, C) = = 0.2886

Cos (B, C) = = 0.67

**At α = 1:**

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **A** | 1 | 0 | 1 | 0 | 1 | 2 |
| **B** | 1 | 1 | 0 | 0 | 1 | 6 |
| **C** | 0 | 1 | 0 | 1 | 0 | 2 |

Cos (A, B) = = 0.847

Cos (A, C) = = 0.617

Cos (B, C) = = 0.784

**At α = 2:**

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **A** | 1 | 0 | 1 | 0 | 1 | 4 |
| **B** | 1 | 1 | 0 | 0 | 1 | 12 |
| **C** | 0 | 1 | 0 | 1 | 0 | 4 |

Cos (A, B) = = 0.946

Cos (A, C) = = 0.865

Cos (B, C) = = 0.952

**Question 3**: Below is a utility matrix representing ratings by users A, B, and C for items *a* through h.
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Treat ratings of 3, 4, and 5 as 1 and 1, 2, and blank as 0. Compute the Jaccard distance between each pair of items. Then, cluster the items hierarchically into four clusters, using the Jaccard distance. When a cluster consists of more than one item, take the distance between clusters to be the minimum over all pairs of items, one from each cluster, of the Jaccard distance between those items. Break ties lexicographically. That is, sort the items that would be merged alphabetically, and merge those clusters whose resulting set would be first alphabetically.

Note: if you are not familiar with hierarchical clustering, read Sect. 7.2 of the MMDS book.

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | **a** | **b** | **c** | **d** | **e** | **f** | **g** | **h** |
| **A** | 1 | 1 | 0 | 1 | 0 | 0 | 1 | 0 |
| **B** | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |
| **C** | 0 | 0 | 0 | 1 | 0 | 1 | 1 | 1 |

**Jaccard distances:**

**Level 1:**

;

;

**Question 4**: We want to do an approximate UV-decomposition of the matrix M =

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFEAAABxCAIAAAAiQdhXAAAFhElEQVR42u2dr2/yXBTHn//jTR5f0Wt6TWuKWCoIJARCAkF0BsxqihliqdqbkJEpBDNgVrOaVZAKwhKSBtEgWtOqqqqrrkM/bwv7+e5NnrZ71neMQyoWsgP3c3vuOTf3e0758ev4Xj+AGZiB+dsy//z517e8jo4ZscxxMcfAaZn3//ptriNiznOft9sw9/X/muf3bWAGZmAGZmAGZmAG5q/CTFcPxkW/jhDfc2jmQUf2UKng5NP4E2U6JznM6ztzTpQv9bAYZuoPu61yQ2RyMFP3XOLE/u29H60do1dikWJ5GZiJrvBYvtLdcO1b5w2WqU5Wxfl2dFvOdZ+9MHyG9CyZwd07kuU+UxI8vRPYZwjVx9GXZ379zm7QLZ3kNPceurH5jBwSM11oIiOlds635p5r9CSWHyy97QExh7c1zDWNKLN5YpgMBsnTFS0yV32QmfrXbY5pT9d5zKkX+vOHW7XNo+rlnB4GM7nXpDh63YQfy8/E6mC2ZkZfn5kuJi0GVc4dkmNPEpBX30jtnsCe6GEB+ZlsomjjTk8Qd2qF8d8eTT9oujbiYMs1p846DB8vQtOaR2ZTEDsjc+7H+dke9yUG1a/Dz/ftjVH/18FazSRpB02s5rtzOTxwgvTp3ZkqbRHtDRvqdXpngf02MAMzMAMzMAMzMB8280GrsHCfgRmYgRmYgRmYgRmYgflwmDdmFyH2ZBpmG7Q/Ed/shLNrdMS57u8laL7cv10Up9GRZU9gczAHrsaj+th9OtwOoyDTlFF/mMjO2o3jrxxDabQuXFoMM51rEmpcqlJ2ZvsM47N7mtO3PaubaM5h4b4d+JMTLJ077jA7s/cgo5K2yMlM7roc0zY3ha/ncNzmeM0OYjfLzryTQUSxlBSE8I2zoU2ymPsXEiuO/KJjWBK6BHVXEJGHOQjN4cRaxebEnw2kOIalddSkHMVRBbY8NYdKJZFvsNQcLTefzpyELr7zKH/mYX4rpi5PcWphcVeCo8YOIsgXlu9RurGvyohrfroWa7TeH7uglMU7/5Fgs/hqYh6Oq69nmegyixQ7+FxmGr1oqKEdz7o4stdRal1yS73oVWqJjBpim+llze12NZKQ/FxeRWZtFvedoMB9WHbfjiGx2BlZcz9cOeZ5m2NK2j3NsjQisyOIp7qzIdHKHIhIVB0afmnmnYDcexSQ+ZPuVYZCvqdv99zbXpVP1pTUUk0/gP02MAMzMAMzMAMzMIP+DPoz+DYwAzMwAzMwAzMwA/OfPOtddt6fb6c8YX5uJTYG5dL+YPxs6JCMzNHd3zK/F2IHRjF9dHTzcr4drh40EVfSqqF77cbReFw5t6NgSxZTGQlnWfpi6WpSYUrqjRttfEutsjh9K/Ef8u1oJvOi5mQSkFcjiWkYjyITdXqCqDipp4w6aumlcS5wL3lUKaK/6qWTN7lj8izKtiA3RovB3UeryGziytBPbU6sGuJf5og6ipC6u+tPMJO7Lo/7dpA1CFE3KRQQWqpujhUxds5NenNqn2KuY5Fn5kQ8mvhFMSf9mXzPztEvGQehOi9JOykjdSx46e3nmOrlXUSDyBkryYeklfg+zhzYKsayTrImG7oYVXB717ccOdeKyGA5g/6czLU97O7mS6grunUhsWW9qL7Y1URipKtV1gSbdLK+9g5/WGV5zQ3y5We6PMWpe3M/XkOzr+vwsjOfvlkRezHVzsfsWV0sqPdF9XxHN43UW5G3C/J+IDLSYObHcYiuLU1EomJnkK8XU1WdLhe+P7euapir6WFhe89EhcXpM/PbAq+ZJov7BxJIsmqGmdL7xp50qhyzW8893fVgvw3MwAzMwAzMwAzMR8F8dM/fPsZnjh8d8zd7yPrvmb8f8G+Y4TdBgBmYgfmQXv8AGUF8CyHSa70AAAAASUVORK5CYII=)

We shall use only a single column for U and a single row for V, so the goal is to make the product UV as close as possible to M. Initially, we shall set V to [5,5,5] and make the entries of U unknown. Then in the first step, we choose the values of x, y, and z that minimize the root-mean-square error (RMSE) between the product and the matrix M.
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Find the values of x, y, and z that minimize the RMSE

Given that matrix M is (3 x 3) and V is (1 x 3)

‘U’ should be column matrix of size “3 x 1”. We need to find product U\*V and compare it with the Matrix ‘M’ for finding the Root Mean Square Error (RMSE).

Our goal is to find the values of ‘U’ 🡺 U =

Such that the RMSE is minimal.

U.V =

Compare it with ‘M’. Then let us take

5x = 3 🡺 x =

5y = 6 🡺

5z = 9 🡺

=

Now, RMSE =

=

=

= 1.29099